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Unlocking Nature's Code: The Linguistic Approach to Biological

Sequences

Decoding Molecular Language

o DNA, RNA, proteins: Nature's intricate messages.
e Viewing sequences through the lens of linguistics.

Revealing Hidden Patterns

o Unveiling motifs, structures, and meaningful repetitions.
e Extracting concealed insights from sequences.

Predicting Protein Functions

o The challenge of discerning protein roles.
e Harnessing linguistic principles for predictive power.

Bridging Disciplines
o Merging biology and linguistics to enrich understanding.
o Impacting genomics, medicine, and diverse fields.
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Quite a nice introduction




Quite a nice introduction, quickly written

Default (GPT-3.5)

Please write an introductory beamer slide on the linguistic approach applied to biological
sequences, the last item will focus on protein function prediction (output only the frame)

Of course, here's the requested Beamer slide content:

latex

\begin{frame}

\frametitle{Unlocking Nature's Code: The Linguistic Approach to Biological &

\begin{itemize}
\item ‘textbf{Decoding Molecular Language}
\begin{itemize}

\item DNA, RNA, proteins: Nature's intricate me e5.
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Agenda

@ An introduction to Transformers for Natural Languages Processing (NLP)

e Transformers for Biological Language Processing (BLP):

Predicting enzymatic function of sequences



Transformers: Attention Is All You Need!

Self-attention

The The The The

L’animal n’a pas traversé la rue parce qu’il était trop fatigué.

animal animal animal
didn't didn't didn't didn't
(Transformer )
the the the the
street street street
[ Encoder #N Decoder #N ] because because because because
it it
™Y ™Y was was was was
® ] too too too too
L] L] tired tired wide wide
[ Encoder #1 ] Decoder #1 ] ) ) )
The animal didn't cross the street because it was too tired.
& f J L'animal n'a pas traversé la rue parce quil était trop fatigug.
The animal didn’t cross the street because it was too tired. The animal didn't cross the street because [t was too wide.

L'animal n'a pas traversé la rue parce qu'8lig était trop large.

Source: ai.googleblog.com

'A. Vaswani et al. NIPS. 2017.
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https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
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BERT: Bidirectional Encoder Representations from Transformers

Transformer encoder layers project the words
into contextual embedding representations

Feed Forward Neural Network ]

Encoder #N
Self-Attentior

== i
s ) - -

Feed Forward Neural Network
Encoder #1
Self-Attentior
Sequence sente ce!

?J. Devlin et al. 2018,
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BERT: Bidirectional Encoder Representations from Transformers

Transformer encoder layers project the words

into contextual embedding representations i )
One encoder’s attention map

Attention weight

Embedding N to position New
1 2 3 4 embedding

Feed Forward Neural Network ; .
Encoder #N here’ | 1
Self-Attentior
4

For embedding
of position

Feed Forward Neural Network
Encoder #1
Self-Attentior
embedding o
Sequence sente ce!

?J. Devlin et al. 2018,
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BERT: Bidirectional Encoder Representations from Transformers

Output embedding

Transformer encoder layers project the words , - | |
X ) . One head self attention
into contextual embedding representations Ve Attention map N\
?-9-9-¢
Embedding N D?] D;j F * i*“ s
E d #N Feed Forward Neural Network ] ?? ?g
ncoder
Self-Attentior ‘Y i a Q
?

Dj] Djj Y o 3
" mm
Embedding 1 D?] D;_\] RN * i
59 1
Feed Forward Neural Network “
Encoder #1 = N e e o Query o
Vit g .. Value K" [K& ..Key H
* W W
\ i ; ! 4 \H , )
Sequence sente ce' T
- )
Input embedding A _ softmax( Q\/}Z—k)

?J. Devlin et al. 2018.
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BERT: Bidirectional Encoder Representations from Transformers

Transformer encoder layers project the words
into contextual embedding representations

Embedding N D?] D;I:‘ F *
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BERT: Bidirectional Encoder Representations from Transformers

Transformer encoder layers project the words
into contextual embedding representations

o (I

Encoder #N

[ Encoder #1

4 4 7Y 4 ]
Sequence ]

?J. Devlin et al. 2018,
F. Coste (Inria) EnzBert PEPI IBIS, Sep. 2023 7/21



BERT: Bidirectional Encoder Representations from Transformers

1. Pre-training: self-supervised learning of
encoder from all the sequences of the domain

Predict masked tokens

10% | ‘necessitated”

Embedding D?] F *

[ Encoder #N

[ Encoder #1 }
4 4 4

4
Masked
Se:tjesce
Sequence

2. Devlin et al. 2018.

F. Coste (Inria)

EnzBert

2
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BERT: Bidirectional Encoder Representations from Transformers?

1. Pre-training: self-supervised learning of . . .
encoder from all the sequences of the domain ~~ different embeddings of "bank’ in:

Sentences

"bank”
"he eventually sold the shares back to the bank at a premium.”
”the bank strongly resisted cutting interest rates.”
”the bank will supply and buy back foreign currency.”
s’ ”the bank is pressing us for repayment of the loan.”
”the bank left its lending rates unchanged.”

‘the’

Predict masked tokens

”the river flowed over the bank.”
necessitated 7tall, luxuriant plants grew along the river bank.”
7his soldiers were arrayed along the river bank.”
" i i »
wild flowers adorned the river bank.

7two fox cubs romped playlully on the river bank.”

"the jewels were kept in a bank vault.”
Embedding D?] F F ?you can stow your jewellery away in the bank.”

"most of the money was in storage in bank vaults.”
[ Encoder #N } ”the diamonds are shut away in a bank vault somewhere.”
o ”thieves broke into the bank vault.”
H ”can I bank on your support?”

[ Encoder #1 }

”you can bank on him to hand you a reasonable bill for your services.”
7y "don’t bank on your [riends to help you out of trouble.”

”you can bank on me when you need money.”
71 bank on your help.”

Masked
Sequence

7Y
Sequence

2], Devlin et al. 2018.
F. Coste (Inria)

[l

Source: r3d_robot
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https://medium.com/mlearning-ai/getting-contextualized-word-embeddings-with-bert-20798d8b43a4
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BERT: Bidirectional Encoder Representations from Transformers

1. Pre-training: self-supervised learning of ) )
. Embeddings of 'bank’ and neighbors:
encoder from all the sequences of the domain ‘
i e o hand ) ‘Neiveslpemlsmlheongma\space
« e Shsupport //"/ bank

Predict masked tokens

.
§fox X
supply 7
. . . -
. services' '
10% | ‘necessitated
bank pank
“bank
river © griverggbank foreign bank
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pank loan
Embedding
lending
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[ Encoder #N }
: e ebank
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[ Encoder #1 }
3 3 7Y por® S

7y
Masked B
Financial bank

Sequence
Sequence Source: r3d_robot

2. Devlin et al. 2018.
EnzBert PEPI IBIS, Sep. 2023

F. Coste (Inria)


https://medium.com/mlearning-ai/getting-contextualized-word-embeddings-with-bert-20798d8b43a4

BERT: Bidirectional Encoder Representations from Transformers?

1. Pre-training: self-supervised learning of _ , , _
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BERT: Bidirectional Encoder Representations from Transformers

1. Pre-training: self-supervised learning of 2. Fine-tuning: supervised learning of a
encoder from all the sequences of the domain  specific task from input-output examples

Predict masked tokens
10% Ham

Predict class

10% | ‘necessitated” Spam

embodin D;j D;Jj T embodin D;Jj el F

Encoder #N Encoder #N
5 B
[ Encoder #1 } [ Encoder #1 }
4 4 4 4 4 4
atasted, Sequence

A
] —

?J. Devlin et al. 2018,
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From NLP to protein function prediction

e Encoders: new state-of-the-art in NLP (BERT3, GPT3%, T5%,...)
@ Attention for proteins?
o Tasks Assessing Protein Embeddings (TAPE)®

Secondary structure, contact, homology, fluorescence, stability prediction

o Protein language models ESM-1b”, ProtTrans®
Remote homology, secondary structure, long-range residue-residue contacts,
mutational effect, sub-cellular location, membrane vs water-soluble

o AlphaFold2°

Structure prediction
e Function prediction??7 in 20221

3J. Devlin et al. 2018.
4T. B. Brown et al. 2020.
5C. Raffel et al. arXiv 2020.
®R. Rao et al. NIPS. 2019.
"A. Rives et al. Proceedings of the National Academy of Sciences 2021.
8A. Elnaggar et al. IEEE Trans. Pattern Anal. Mach. Intell. 2022,
9J. Jumper et al. Nature 2021.
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Our study: attention for enzymatic function prediction?

@ Enzymes are essential catalysts of chemical reactions in biological systems

o Well studied protein function, classified by 4 digit Enzyme Commision (EC) number:
Enzyme Commission number (EC)

Y e e N N

Level 0 Level 1 ! Level 3 Level 4
Enzyme EC1 EC 1.1 EC1.1.1 EC1.1.1.1
C1.2 EC1.1.2 ECH.1.1.2
Non Enzyme
EC2 }»

L EC7

Class 3 ss Sub-sub class Serial Number

o State-of-the-art predictors from sequences only (in 2022):
o ECPred®® (classical machine learning ensemble, levels 0—")
o UDSMProt!! (Bi-LSTM, levels 1-2)

Picture by N. Buton
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Enzymatic class

prediction w’;/ .
@ Use a pre-trained encoder that was trained ; '
through self-supervised learning on 2.5 billion
protein sequences from reference databases, .
metagenomes and metatranscriptomes: Vs — =\
Embeddi
ProtBERT-BFD*2 e D?j e e =
@ Fine-tune it on protein sequences labeled g T o o o }
. . . . Self-Attention
by their EC numbers (no hierarchy information) | | s | |
using cross-entropy loss function @ °
E , ‘[ Feed Forward Neural Network ]’
o . Self-Attention ]
2-stages learning enabling the ostionn
prediction of EC classes with very empeddng 'y 'y
few proteins \ T — —/

Protein sequence ’_[c:a Lys Gly Leu
12\ Elnaggar et al. IEEE Trans. Pattern Anal. Mach. Intell. 2022,
13N. Buton, F. Coste, and Y. Le Cunff. submitted 2022.
F. Coste (Inria) EnzBert PEPI IBIS, Sep. 2023 10/21




Evaluation of EnzBert for enzymatic function prediction

@ Benchmarks
o For comparison with UDSMProt: EC4014
e For comparison with ECPred®®: ECPred40, similar to ECPred time-based evaluation, but
ensuring < 40% sequence identity between test and training/validation sets

@ Predictions on test set

Prediction Level  #class  Accuracy Prediction Level  #class Macro-f1
UDSMProt 1 6 0.87 ECPred 0 2 0.77
EnzBertgcygo 1 6 0.97 EnzBertgcpredao 0 2 0.84
UDSMProt 2 65 0.84 ECPred 4 634 0.41
EnzBertgcgg 2 65 0.95 EnzBertecpredao 4 634 0.55
Significant improvement of EnzBert upon UDSMProt and ECPred J

14N, Strodthoff et al. Bioinformatics 2020.
15A. Dalkiran et al. BMC Bioinformatics 2018.
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Evaluation of EnzBert for enzymatic function prediction

@ Benchmarks
o For comparison with UDSMProt: EC4014
e For comparison with ECPred®®: ECPred40, similar to ECPred time-based evaluation, but
ensuring < 40% sequence identity between test and training/validation sets

@ Predictions on test set

Prediction Level  #class  Accuracy Prediction Level  #class Macro-f1
UDSMProt 1 6 0.87 ECPred 0 2 0.77
EnzBertgcygo 1 6 0.97 EnzBertgcpredao 0 2 0.84
UDSMProt 2 65 0.84 ECPred 4 634 0.41
EnzBertgcgg 2 65 0.95 EnzBertecpredao 4 634 0.55
Significant improvement of EnzBert upon UDSMProt and ECPred J

Does attention also help understanding predictions?

14N, Strodthoff et al. Bioinformatics 2020.
15A. Dalkiran et al. BMC Bioinformatics 2018.
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Attention map: a built-in mechanism to see important residues

Specific type of interpretability: Residues importance scores
@ associate one real value per residues

@ higher value correspond to more important residues

Can be derived from attentions maps, but. ..
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Attention map: a built-in mechanism to see important residues

Specific type of interpretability: Residues importance scores
@ associate one real value per residues

@ higher value correspond to more important residues

Can be derived from attentions maps, but. ..
...there are many attention maps!
In Enzbert: 30 layers x 16 heads per layer = 480 attention maps
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Interpretability from multi-heads attention?

All attention maps  shape: (LxH,N,N)

Combine the attention maps
to derive a score per residue J

But multiple way to aggregate:
@ Pooling strategy: Maximum, Average

@ Order of the operators: start with
dimension 1, 2 or 3

13 different possibilities to evaluate
. (16 before removing duplicates) J

Residues importance scores

AttnAgg2A1A: dim2 Average, diml Average
attention aggregation method

F. Coste (Inria) EnzBert PEPI IBIS, Sep. 2023 13 /21



Comparison with other interpretability methods

Model specific

/ CsSegncstc \ Class specific*

/Gradient based / Baseq on \ TGradCam
methods attention
Integrated Attention R .
. Attribution propagation
Gradients last layer .
TGLRP SGLRP CLRP Green (and red_)' .
methods evaluated in this
Gradients =il StUdy
Model agnostic
LIME
" Attention
Gradient Agregation DLIME

\\ time input / e

* At least in practice

Picture by N. Buton
F. Coste (Inria) EnzBert PEPI IBIS, Sep. 2023 14 /21



How to evaluate interpretability methods?

Evaluation proxy

Sort residues by importance: evaluate retrieval of catalytic sites (~1% of all residues in enzyme
y y

Catalytic residues: amino acids directly involved in chemical catalysis

Our reference: residues annotated as
catalytic sites from 963 enzymes by

Mechanism and Catalytic Site Atlas

(M-CSA) database

Figure: Catalytic triad of TEV protease
source: T. Shafee (2014)
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Interpretability results

Method type PRG-AUC(x100) |max F-Gain(%)  Time(s)

Random 42.54 +4.37 69.85 +1.04 -

Grad 75.01 81.27 4.64 ﬁm
Grad X input 63.62 78.66 7.74 @ Area under the
Integrated grad 76.41 81.70 2.48 x 10? precision recall gain
Attn last layer 87.80 85.62 2.87 Cline
AttnAgg2AlA 98.02 96.05 3.72 @ Precision and recall
Rollout 66.08 76.77 2.95 gain are rescaled
TGLRP 90.92 88.56 4.05 x 10! precision recall
TGradCam 81.00 76.77 4.35 x 10! o Higher is better
LIME 93.46 91.44 1.73 x 10*

F. Coste (Inria)

EnzBert

See P. A. Flach and M. Kull. NIPS. 2015
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Interpretability results

Method type PRG-AUC(x100) | max F-Gain(%)| Time(s)
Random 42.54 +4.37 69.85 +1.04 -
Grad 75.01 81.27 4.64
Grad X input 63.62 78.66 7.74
Integrated grad 76.41 81.70 2.48 x 102
Attn last layer 87.80 85.62 2.87
AttnAgg2AlA 98.02 96.05 3.72
Rollout 66.08 76.77 2.95
TGLRP 90.92 88.56 4.05 x 10*
TGradCam 81.00 76.77 4.35 x 10!
LIME 93.46 91.44 1.73 x 10*

F. Coste (Inria)

EnzBert

@ F-Gain is a rescaled F1
score (average
precision and recall)

@ Maximum for all
possible threshold on
the scores

@ Higher is better

See P. A. Flach and M. Kull. NIPS. 2015
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Interpretability results

Method type PRG-AUC(x100) max F-Gain(%) | Time(s)
Random 42.54 +4.37 69.85 + 1.04 -
Grad 75.01 81.27 4.64
Grad X input 63.62 78.66 7.74
Integrated grad 76.41 81.70 2.48 x 102
@ Time to execute on a
Attn last layer 87.80 85.62 2.87 CPU
AttnAgg2AlA 98.02 96.05 3.72
Rollout 66.08 76.77 2.95
TGLRP 90.92 88.56 4.05 x 10!
TGradCam 81.00 76.77 4.35 x 10!
LIME 93.46 91.44 1.73 x 10*
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Interpretability results

Method type PRG-AUC(x100) max F-Gain(%) | Time(s)
Random 42.54 +4.37 69.85 + 1.04 -
Grad 75.01 81.27 4.64
Grad X input 63.62 78.66 7.74
Integrated grad 76.41 81.70 2.48 x 102
@ Time to execute on a

Attn last layer 87.80 85.62 2.87 CPU
AttnAgg2AlA 98.02 96.05 3.72
Rollout 66.08 76.77 2.95 .

- Attention-based methods
TGLRP 90.92 88.56 4.05 x 10 close to prediction time. J
TGradCam 81.00 76.77 4.35 x 10!
LIME 93.46 91.44 1.73 x 10*
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Interpretability results

0.5 —=— Attention last layer
—— GradCam

—e— Attention agregation
-== Input X Gradient
0.4 N Gradient

—-— Integrated Gradient
—— LIME

—— Rollout

—+— Transformer LRP
0.3

Precision

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0
Recall
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Interpretability results

0.5 —=— Attention last layer
—— GradCam
—e— Attention agregation
-==Input X Gradient
0.4 N Gradient
—-— Integrated Gradient
—— LIME
—— Rollout
+— Transformer LRP
0.3
<
2
@
O
o
a LR L L L T ey
0.2
0.1
0.0 H .
0.0 0.2 0.4 0.6 0.8 1.0
0.02 0.24 Recall
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Interpretability results
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Attention last layer
GradCam

Attention agregation
Input X Gradient
Gradient

Integrated Gradient
LIME

Rollout

Transformer LRP
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Interpretability results

0.3570auus

——
0.30 T
0.25

-

Mean token-f1 score

Attention last layer
GradCam

Attention agregation
Input X Gradient
Gradient

Integrated Gradient
LIME

Rollout

Transformer LRP

3 # of Tokens
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(b) Aldehyde dehydrogenase
(a) Nh(3)-dependent nad(+) (FAD-independent)
synthetase RN
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Conclusion

High potential of attention and two-stage training for protein function prediction

o New state-of-the-art, EnzBert, for the prediction of enzyme's precise function
from sequences only (! new tools since this study: CLEAN,. )

@ Simple yet successful interpretability methods can be derived directly
from attention maps

Perspectives

@ Examine other residues identified as important, besides the catalytic sites,
with a 3D point of view

@ Take into account and exploit the EC hierarchy
o Generalize from EC to Gene Ontology (GO) Molecular Function (MF)

@ Can we learn cheaper models with explicit dependencies?

T Yu et al. Science (New York, N.Y.) 2023.
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Conclusion

High potential of attention and two-stage training for protein function prediction

o New state-of-the-art, EnzBert, for the prediction of enzyme's precise function
from sequences only (! new tools since this study: CLEAN,. )

@ Simple yet successful interpretability methods can be derived directly
from attention maps

Perspectives

@ Examine other residues identified as important, besides the catalytic sites,
with a 3D point of view

@ Take into account and exploit the EC hierarchy
@ Generalize from EC to Gene Ontology (GO) Molecular Function (MF)
@ Can we learn cheaper models with explicit dependencies?

PhD Defense of Nicolas: Oct 18 2023!

T Yu et al. Science (New York, N.Y.) 2023.
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[ERRES o R ccention

Any questions?
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