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Data analysis quality challenges

Data analysis usually entail the application of many command line
tools/scripts to transform, filter, aggregate or plot data and results.

With Increasing amounts of data being collected in science, reproducible and
scalable automatic workflow management becomes increasingly important.
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Reproducibility challenges T

From raw data to final figures:
o document parameters, tools,

versions
o  execute without manual
intervention
scalability _ 2.  Scability
Handle parallelization:
[dataset] [dataset] [dataset] [dataset] [dataset] [dataset] o execute for tens to thousands
| | | | | | of datasets
e ® ® ® e e o efficiently use any computing
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//////’ 3. Portability
Handle deployment:

be able to easily execute analyses

on a different

system/platform/infrastructure

automation

credits: Johannes Koster



m Snakemake for reproducible data analysis

Decompose analysis into rules, written in a Python dialect.

« Rules define how to obtain output files from input files.
. Snakemake determines dependencies and execution order in the form of

a directed acyclic graph (DAG) of jobs.

snakes are very _
flexible ya know! -
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Automation: define workflows in terms of rules
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Automation: define workflows in terms of rules

rule mytask:
input:

output:

. script: il i’ ik

rule myfiltration:
input:

output:
shell: : '

rule aggregate:
input:

output:

script:' A

credits: Johannes Koster



Automation: define workflows in terms of rules

rule name

1

rule mytask:

how to create <«—
output from input

"some-tool {input} >

data/{sample}.txt"

— define

lt/{sample}.txt"

{output}"

input
output

log files
parameters
resources

credits: Johannes Koster



Automation: define workflows in terms of rules

rule mytask:
input:

output:

. script::

rule myfiltration:

input:
output:
shell:

rule aggregate:
. input:
output: )

script:

plot_normalized_ex pressions_dist

plot_merged_expression_dist

star
LN

cufflinks_quantify | [ star_fusion |

cak_gene_expressions

merge_gene_expressions summarize_fusions

N

normalize

-

extract_covariate

l

batch_effect_removal

|

clustering

credits: Johannes Koster



Simple to complex workflows

EMS variants detection Fast neutron variants detection

bowtie2_index ref_trim

bowtie2

convert_to_bam

sort_bam - o\
dex_bam = i A S
get,m_utants 2 «
set_bowtie_log save_mutants sindalConcatsaiatypes [ ———
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Automation: test

# performs the rulegraph generation
snakemake --rulegraph | dot -Tpng >rulegraph.png

# performs the dag generation
snakemake --dag | dot -Tpng >dag.png

# performs dry-run
snakemake -n

# prints shell commands to be executed
snakemake -p

# performs on a subset of rules
snakemake --omit-from rule2 --until rule5

# performs timestamp logs
snakemake --timestamp
e



Automation: modularity

rule mytask:
input:
"data/{sample}.txt"
output:

"result/{sample}.txt"

script:

reusable <—

"scripts/myscript.py"

reuseable <=

wrappers from
central repository

"https://github.com/common-workflow-language/"

"workflows/blob/fb406c95/tools/samtools-sort.cwl"

Python/R scripts
rule sort_reads:

input:
"{sample}.bam"

output:
"{sample}.sorted.bam"

cwl:

use CWL tool <«—
definitions

rule sort_reads:
input:
"{sample}.bam"
output:
"{sample}.sorted.bam"
wrapper:
"0.22.0/bio/samtools/sort"

credits: Johannes Koster



Documentation

e parameters: config.yaml
e rules as documentation (parameters, tools, version)

e automatic reports:
o report function to annotate output files for inclusion.
o Define categories and (jinja-templated) captions.
o  Obtain self-contained HTML5 document including all files, workflow description, runtime
statistics, and provenance information.

snakemake --report report.html



report.html

@ Workflow
i Statistics

= Rules

RESULTS

Calls

[ all.vef.gz

@ calls.tsv.gz

Plots

A allele-fregs.svg

4 depths.svg

Quality control

[ multige.html

Thu Jul 12 13:42:43

Workflow

Variants where called following the GATK best practices workflow: Reads were mapped onto GRCh38.86 with BWA mem, and both optical and PCR duplicates
were removed with Picard, followed by base recalibration with GATK. The GATK HaplotypeCaller was used to call variants per-sample, including summarized
evidence for non-variant sites (GVCF approach). Then, GATK genotyping was done in a joint way over GVCF files of all samples. Genotyped variants were
filtered using hard thresholds. For SNVs, the criterion QD < 2.0 || FS > 60.0 || MQ < 40.0 || < =12:5 || < -8.0was
used, for Indels the criterion QD < 2.0 || FS > 200.0 || ReadPosRankSum < -260.0 was used. Finally, SnpEff was used to predict and report variant
effects. In addition, quality control was performed with FastQC, Samtools, and Picard and aggregated into an interactive report via MultiQC.

Detailed software versions can be found under Rules.
otrim_reads_pe Gtrim_reads_se

map_reads

mark_duplicates

orecalibrate_base_qualities

multigc.html

Mull

w12 @s04arn)
General Stats
SnpEff

Variants by Genomic Region
Variant Effects by Impact
Varant Effects by Class
Variant Qualties

Picard

Samtools

Percent Mapped

Algnment metrcs

Multi@C

A modular tool to aggregate results from bioinformatics analyses across many samples into a
single report.

Report generated on 2018-07-11, 13:19 based on data in: I
® /hone/jonannes/scus/snakenake-workf1ows/variant-calling-germline/ . test/qc/santools-stats
© /hone/johannes/scas/snakenake-workf lows/var iant-calling-germline/ . test/snpeff

© Welcome! Not sure where to start? [IISENSTRIRIERS (605)

General Statistics

¥ Copy table. onfigure Columns | dlaPlot | Showing /s rows and % columns.
Sample Name Changerate Ts/Tv M Variants %Dups Erorrate M Non-Primary M Reads Mapped % Mapped M Tot:
At ase  osm 00 00 %56% 00
B-1 3.0% 081% 0.0 0.0 95.7% 0.0
B2 7% osse 00 00 or.a% 00

all 9925 1578 000 |
SnpEff
SnpEff is a genetic variant annotation and tion toolbox. It annotates and predicts the effects of (such as amino acid
changes).
Variants by Genomic Region ©Help

‘The stacked bar piot shows locations of detected variants in the genome and the number of variants for each location.
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Stalanility: maximize parallelization

Co

»(Qél)
9 scalability X
[datiset] [datiset] [datfset] [dati\set]

c

£ I N N 2 N2 N0 NN
El N NN N N N
S —— s

}

|

credits: Johannes Koster



Stalability: maximize parallelism

Workflow definition shall be independent of computing platform and available
resources.

Rules define resource usage (threads, memory, etc.)
And the scheduler

e schedules independent jobs in parallel
® passes resource requirements to any backend.



Stalanility in Snakemake

Independent parts of the DAG of jobs can be executed in parallel.
Snakemake maximizes parallelism while respecting given resources.
Without modification of the workflow definition, Snakemake can scale to

any number of cores, compute clusters, the grid, and the cloud.

snakemake --cores 16

snakemake --cluster qsub --jobs 100

snakemake --kubernetes --jobs 1000 --default-remote-provider GS --default-remote-prefix mybucket



Stalable to any platform

workstation compute server

cloud computing

kubernetes
_ NNp
niEramazon
P webservices

Google Cloud Platform

credits: Johannes Koster



Snakemake with Slurm Workload Manager

CONFIG=config.yaml

CLUSTER="sbatch --mem={cluster.mem} -p {cluster.partition}
-c {cluster.c} -] {cluster.jobname} -0
log/{cluster.jobname}.%N.%j.out -e
log/{cluster.jobname}.%N.%j.err"

CLUSTER_CONFIG=cluster.json

RULES=snakemake-workflows/ngs-qc-filter-trim/Snakefile

MAX_JOBS=999

snakemake --configfile $CONFIG -s $RULES -p --use-conda -j
$MAX_JOBS --cluster-config $CLUSTER_CONFIG --cluster

"$CLUSTER" --latency-wait 60

" default_":

{
"jobname": "default",
||cll : 1,
"partition" : "workq",
"mem": 2000
},"bowtie_index" :
{
"jobname": "bowtie_index",
llcll: 4’
"mem": 16000
h
"bowtie2_index" :
{
"jobname": "bowtie2_index",
llcll: ,
"mem": 16000
}

fastqc":
f



Stalanility: optimization
Job groups:

« The DAG of jobs can be partitioned into groups.
« Minimizes queueing and network overhead in cloud and cluster.

Pipe output instead of temp:

« Output files can be marked as pipes.
« Consuming jobs will be assigned to the same group.
« Output will not be written to disk but streamed between the jobs.

credits: Johannes Koster



Portability
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, Full reproducibility:

install required software and all
dependencies in exact versions

automation

credits: Johannes Koster



Portability: use package management with
CONDA

Normalization installation via recipes

® source or binary
e recipe and build script

llllll

@ package credits: Johannes Koster



Portability: support in snakemake

e Rules can be annotated with (isolated) Conda environments that define a software stack
with particular versions to use.
e Jobs are executed within these environments.

rule mytask:

input:
"path/to/{dataset}.txt"
output:
"result/{dataset}.txt"
conda:
"envs/some-tool.yaml" » channels:
shell: - conda-forge
"some-tool {input} > {output}" dependencies:

some-tool =
some-lib =1.1.2

credits: Johannes Koster



Portability: (SJ

rule mytask:
input:
"path/to/{dataset}.txt"
output:
"result/{dataset}.txt"
singularity:
"docker://biocontainers/some-tool#2.3.1"
shell:
"some-tool {input} > {output}"

support in snakemake

e Rules/workflows can be annotated
with container images.

e Jobs are executed within the
container.

e Combination with Conda possible:
use container image to define OS,
use Conda to define the software
stack, let Snakemake perform the
composition.

credits: Johannes Koster



Portability: Sineularity + Conda

. singularity:
dEflne OS +«—— "docker://continuumio/miniconda3:4.4.1"

rule mytask:
input:
"path/to/{dataset}.txt"
output:
"result/{dataset}.txt"
conda:

define tools/libs «——  "envs/some-tool.yamt"
shell:

"some-tool {input} > {output}”

credits: Johannes Koster



Snakemake evaluation on EPITRANS platform

Very very positive

python

reusable (modularization capabilities)

great doc

great test/reporting capabilities

quick and less less dirty to develop workflows

seamless execution on all platforms without adaptation of the workflow
integrated package management

Perspectives

e modularity: use/develop wrappers to include into workflows
e profiles: use generic cluster profile
e containerization: use singularity images
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